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Abstract
Background Patient-reported outcome (PRO) measures provide valuable evidence in clinical trials; however, poor 
compliance with PRO measures is a notable and long-standing problem, resulting in missing data that potentially 
impact the interpretation of trial results. Interactive, patient-centric platforms may increase participants’ motivation to 
complete PRO measures over the course of a clinical trial. Thus, the aim of this study was to evaluate and optimize the 
usability of 3 popular consumer technologies—a traditional app-based interface, a chatbot interface, and a speech-
operated interface—that may be used to improve user engagement and compliance with PRO measures.

Methods Participants aged 18–75 years from the general United States population tested the usability of 3 ePRO 
platforms: a traditional app-based interface using Datacubed Health Platform (Datacubed), a web-based chatbot 
interface using the Orbita platform, and a speech-operated Alexa interface using an Alexa Skill called “My Daily 
Wellness.” The usability of these platforms was tested with 2 PRO measures: the EQ-5D-5 L and the SF-12v2 Health 
Survey (SF-12v2), Daily recall. Using a crossover design, 3 cohorts of participants tested each ePRO platform daily for 1 
week. After testing, interviews were conducted regarding the participants’ experience with each platform.

Results A total of 24 adults participated in the study. The mean age of participants was 45 years (range, 21–71 
years), and half were female (n = 12; 50%). Overall, participants prioritized speed, ease of use, and device portability in 
selecting their preferred platform. The Datacubed app met these criteria and was the preferred platform among most 
participants (n = 20; 83%). Participants also suggested various modifications to the platforms, such as programmable 
notifications, adjustable speed, and additional daily reminders.

Conclusions These data demonstrate the importance of speed, ease of use, and device portability, features that are 
currently incorporated in the Datacubed app, in ePRO platforms used in future clinical trials. Additionally, the usability 
of ePRO platforms may be optimized by adding programmable notifications, adjustable speed, and increased daily 
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Background
Patient-reported outcomes (PROs) are measures of the 
status of patients’ health condition, which are directly 
reported by the patient without amendment or inter-
pretation [1]. PRO measures provide crucial evidence in 
clinical trials, offering sponsors and trial investigators 
real-time data to gauge the impact of a chronic illness 
or treatment, and may support labeling claims for medi-
cal products [2]. Furthermore, the incorporation of PRO 
evidence into clinical trials is of increasing interest to 
stakeholders such as health authorities, health technol-
ogy assessors (HTAs), and payers, particularly given the 
rising use of PROs to inform regulatory decisions, cost-
effectiveness analyses, clinical guidelines, and health pol-
icy [2–4]. Finally, published PRO data provide clinicians, 
patients, family members, and caregivers with valuable 
information regarding patients’ experiences with a dis-
ease or treatment, assisting them in treatment selection 
for improved patient outcomes [4].

Although PROs provide valuable evidence, motivating 
patients to complete PROs over the course of a clinical 
trial is a notable and long-standing problem. Compli-
ance rates as low as 59% have been reported for PRO 
measures used in clinical trials [5, 6], resulting in miss-
ing data that compromise the credibility and interpreta-
tion of trial results [7–9]. There are several barriers to 
improving compliance with PRO measures, including 
the time required for PRO completion, difficulties with 
platform design, limited computer literacy, limited expe-
rience with ePRO devices, and the inability to complete 
PRO measures due to disability or difficulty reading and 
responding to questionnaires [10, 11]. Notably, user-
friendly digital technologies provide an opportunity to 
mitigate these barriers through a more patient-centered 
trial experience. Indeed, patient-centric approaches to 
clinical trials have the potential to improve patient access, 
patient engagement, and trial-related measurements and 
have become increasingly important in the development 
of new therapies and medical devices [12–16]. However, 
more compelling, patient-centric PRO measures that are 
administered electronically are needed for this purpose 
[17].

Adults in the United States (US) are widely con-
nected to digital information via electronic devices: 
85% of US adults own a smartphone, 77% own a desk-
top or laptop computer, and over half own a tablet com-
puter [18]. Interactive electronic platforms that leverage 
already widespread and familiar consumer technology 
could improve the participant experience with PRO 

instruments, resulting in increased motivation to com-
plete measures thoroughly and on a regular basis. A 
popular consumer technology that has emerged since 
2012 is conversational artificial intelligence (AI), which 
encompasses virtual assistants accessed by voice through 
desktop devices and phones (e.g., Alexa) and web- and 
phone-based chatbots [19]. As of June 2022, over one-
third of US households contain a smart speaker, which is 
a popular means to interact with a virtual assistant [20]. 
Importantly, interactive channels such as conversational 
AI may complement electronic PRO (ePRO) platforms to 
improve data capture. Furthermore, interactive channels 
may be more compelling than specific devices or technol-
ogy used only for the purposes of a study and could revo-
lutionize PRO completion. Because consumer-focused 
technologies may serve as a means to improve patient 
engagement and compliance, there is a need to assess the 
usability of popular platforms, such as apps, virtual assis-
tants, and chatbots [21, 22].

The aim of this study was to evaluate and optimize the 
usability of 2 novel ePRO platforms, a web-based inter-
face and a speech-operated interface, compared with a 
traditional app-based interface.

Methods
Study design
In this study, participants tested and compared the 
usability of 3 ePRO platforms (Fig.  1): (1) a traditional 
app-based interface using Datacubed Health Platform 
(Datacubed); (2) a web-based chatbot interface using the 
Orbita platform; and (3) a speech-operated Alexa inter-
face. All 3 ePRO platforms were developed in collabora-
tion with Datacubed Health and Orbita. The Datacubed 
interface, which was referred to as Linkt at the time of 
data collection, was accessed via participants’ personal 
mobile phone through the Datacubed app. The interface 
allowed participants to enter data directly into the app, 
and an interactive map showed participants’ progress as 
they completed their daily ePRO measures. The Data-
cubed app also incorporated personal avatars, interactive 
features, and gamification elements (Fig. 2), all of which 
were designed to promote interaction and encourage 
daily engagement with the app. For example, participants 
were able to create their own avatars and earned gems for 
completing their daily tasks, which could be used to aug-
ment and update their avatar.

The second platform, a web-based chatbot interface 
by Orbita, was accessed by participants through their 
phone, tablet, or computer using a unique link that was 

reminders. The results of this study may be used to enhance the usability and patient centricity of these platforms to 
improve user compliance and engagement during clinical trials.
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sent via email. The chatbot interface used an interactive 
virtual assistant to guide participants through their ePRO 
measures and allowed participants to choose which 
ePRO measure they wanted to complete first. Following 
each question, the chatbot provided response options 
for participants to select using a mouse, screen, or touch 
pad to click on the desired response, with the exception 
of one question in which participants were asked to type 
a number between 0 and 100. An auto-scrolling feature 

enabled participants to progress through the ePRO mea-
sures at a predetermined speed, and the content of the 
chatbot was conversational in nature, in alignment with 
its chat interface.

The speech-operated interface, Alexa, was accessed via 
the participant’s tablet or phone using the Alexa app, or 
via an Alexa-enabled smart speaker (e.g., Amazon Echo). 
It was operated through an Alexa Skill, which is an app 
that can be launched on an Alexa-enabled smart device 

Fig. 2 Representative Images of the Interactive Features and Gamification Elements of the Datacubed Platform

 

Fig. 1 Representative Images of ePRO Platforms. ePRO = electronic patient-reported outcome; SF-12v2 = 12-Item Short-Form Health Survey, version 2. a 
Image reproduced with permission from Datacubed Health. The Datacubed platform was previously named Linkt and was referred to as Linkt at the time 
of data collection. b Image reproduced with permission from Orbita
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to enable the use of voice commands to perform specific 
tasks or easily access content. The Alexa Skill, called “My 
Daily Wellness,” was linked to the participants’ Amazon 
account and was available only to participants enrolled 
in this study. To complete their daily ePRO measures, 
participants opened the Alexa Skill by saying, “Alexa, 
open My Daily Wellness.” Participants listened to the 
question-and-answer options for each ePRO measure 
and responded by repeating their desired answer back 
as it was provided by Alexa, except for one question in 
which participants were asked to respond with a number 
on a scale from 0 to 100. Participants could ask Alexa to 
repeat question and answer options by saying, “Repeat 
that question.”

Participant recruitment
Eligible participants aged 18–75 years from the gen-
eral US population were recruited through a qualitative 
research firm. To meet the criteria for study inclusion, 
participants were required to own and use both an Alexa 
Speaker (e.g., Amazon Echo) connected to the inter-
net with an Amazon account and one of the following 
devices: iPhone or iPad, Android phone or tablet, or a 
desktop or laptop computer (Mac or PC). Eligible par-
ticipants were also required to be able to speak and read 
English and have no current infection (e.g., cold, influ-
enza, COVID-19), as an acute infection may introduce 
additional variability in responses as the infection wors-
ens or improves. Based on the purposive sample size 
considered sufficient to reach concept saturation in quali-
tative research [23], recruitment targets were 24 adults, 
with 6 adults in each of the following age groups: 18–30 
years, 31–45 years, 46–60 years, and 61–75 years. The 
RTI Institutional Review Board (Federal-Wide Assur-
ance #3331) determined that the study was exempt from 
review because participation posed little to no risk to 
individuals. Informed consent was provided verbally and 
documented by audio recording before beginning the 
study.

Usability assessment
The usability of all 3 ePRO platforms was tested with 
2 widely used PRO measures: the EQ-5D-5L and the 

SF-12v2 Health Survey (SF-12v2), Daily recall in US 
English. The standard EQ-5D-5L is a self-reported, stan-
dardized measure of health status for use in a wide range 
of health conditions and treatments. The EQ-5D-5L 
descriptive system [24–26] comprises 5 dimensions of 
health—mobility, self-care, usual activities, pain/dis-
comfort, and anxiety/depression—with 5 levels of sever-
ity. A Visual Analogue Scale (VAS), which ranges from 0 
(i.e., worst health state) to 100 (i.e., best health state), is 
included in the EQ-5D-5L. Using the VAS, participants 
rate their own health by indicating the point on the scale 
that best represents their health on that day [24–26]. 
In the present study, we used a modified version of the 
EQ-5D-5L in which the presentation was altered to suit 
the requirements of each device; however, the content 
remained constant.

The SF-12v2 [27] is a self-administered, 12-item ques-
tionnaire measuring health-related quality of life, which 
includes 8 domains that measure physical functioning, 
role limitations due to physical health, bodily pain, gen-
eral health, vitality, social functioning, role limitations 
due to emotional problems, and mental health. The 8 
domains can be aggregated into 2 summary scales that 
reflect physical and mental health [27, 28]. Additionally, 
a 1-question Patient Global Impression of Change (PGI-
C) was administered daily within each ePRO platform 
to confirm any changes in health status and acute aber-
rations (e.g., a bad headache day or acute infection). The 
recall period used for the SF-12v2 and PGI-C was 24  h 
and the recall period for the EQ-5D-5 L was “today.”

Usability testing was performed by 3 cohorts, which 
included 8 participants per cohort. Each cohort tested 
all 3 ePRO platforms with the use of a crossover design 
to ensure that participants experienced the platforms 
in a different order (Fig.  3). One introductory meeting 
and 3 debriefing interviews were conducted with each 
participant, and participants tested each of the 3 ePRO 
platforms for 1 week. At the beginning of the study, par-
ticipants were trained via Zoom on the use of the first 
ePRO platform to be tested. After 1 week of testing, 
interviews were conducted regarding the participants’ 
experience with the first platform, and participants 
were subsequently trained on the second platform to be 

Fig. 3 ePRO Usability Assessment Crossover Design. ePRO = electronic patient-reported outcome
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tested. This process was repeated for testing of the third 
platform. Participants were compensated for their time 
spent on the study according to a usual and customary 
rate; compensation was received following participation 
in each of the interviews and after successful completion 
of the PRO measures daily for the 3-week study period.

Interviews were approximately 45  min in duration 
and were conducted by experienced pairs of researchers 
(AHG, MG, JR, and MP) who had expertise in observa-
tional studies and qualitative research (e.g., semistruc-
tured interviews) related to outcomes data and health 
information technology. Interviews followed a discus-
sion guide, which was developed to facilitate participant 
feedback and was refined according to insights gained 
through the initial interviews [29]. The interview guide 
explored topics such as the participants’ overall experi-
ence and perceptions of the platforms and focused on 
their preferences and suggestions for improved usability 
across all 3 platforms in the final debriefing interview.

Topics covered by the interviews included training 
and set up; participants’ overall experiences with each 
platform (e.g., challenges, ease of use); need for techni-
cal assistance; installation and downloading; impact 
on device battery life; logging in; saving and sending 
responses; integrating measure completion into par-
ticipants’ daily routines; preferences regarding platform 
features; format and readability; app flow; reminder 
processes; suggestions for improving ease of use; and 
participants’ preferences between the 3 platforms. All 
interviews were audio recorded.

Data analysis
Analysis of the interview transcripts was facilitated by 
interview notes, and transcripts were thematically ana-
lyzed using standard qualitative data collection and 

analytical methods that followed 2 main guiding prin-
ciples: researcher neutrality and systematic process. 
Dominant trends were identified in each interview and 
compared with the results of all interviews to gener-
ate themes or patterns in the way participants described 
their experiences via constant comparative analysis [30]. 
To ensure consistency, all analyses were performed by the 
same 2 researchers using Microsoft Excel and Word.

Results
Demographic characteristics
Self-reported participant demographic characteristics are 
presented in Table 1. A total of 24 adults participated in 
the study, and the mean age of participants was 45 years 
(range, 21–71 years). Half of the study participants were 
female (n = 12; 50%), and the majority were white (n = 15; 
63%). Participants’ education levels ranged from high 
school/GED (General Education Development) to PhD 
degrees, with most participants having some college edu-
cation (n = 7; 29%) or a PhD (n = 5; 21%).

Participant experiences with the ePRO platforms
Datacubed
Participants reported spending 5 min a day or less com-
pleting the ePRO measures on Datacubed (Table  2). 
Participants reported that they appreciated the device 
portability of the Datacubed app and the ability to answer 
questions at their desired speed. Additionally, most par-
ticipants (n = 20, 83%) appreciated the gaming aspect of 
the Datacubed app, but nearly one-third of participants 
(n = 7, 29%) noted that the creation of avatars and earning 
of gems did not interest them or made the experience feel 
childish and/or too informal, especially given that serious 
health questions were being posed.

“I liked the speed. It was faster than others. It took 
me just a few minutes to complete every day.” – P014.
“I liked [Datacubed] because of the ease of use and 
the fact that I could do the questions at a speed I felt 
comfortable with.” – P023.

Finally, participants also experienced some technical dif-
ficulties using the Datacubed app. When Datacubed was 
installed properly and notifications were enabled, partici-
pants who had not completed their daily PRO measures 
and should have therefore received a daily Datacubed 
notification did not always receive this message. Addi-
tionally, the Datacubed platform stalled midway through 
the PRO measures, requiring a few participants to restart. 
In total, 5 participants (21%) experienced technical diffi-
culties while using Datacubed.

Table 1 Self-Reported Participant Demographic Characteristics
Characteristic Total

(N = 24)
Age, mean (range), y 45 (21–71)

Gender, n (%)

 Male 12 (50)

 Female 12 (50)

Race/ethnicity, n (%)

 African American 6 (25)

 Asian 1 (4.0)

 Hispanic 2 (8.0)

 White 15 (63)

Education, n (%)

 High school/General Education Development (GED) 2 (8.0)

 Associate/technical degree 3 (13)

 Some college 7 (29)

 College graduate 4 (17)

 PhD 5 (21)
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Chatbot
Participants reported spending 5–8  min a day complet-
ing the PRO measures on the chatbot platform (Table 2). 
Some users appreciated the chatbot’s slow scrolling speed 
and simple interface, although others found it to be too 
slow. Two participants (8%) reported technical difficulties 
due to the platform’s automated scrolling feature stalling 
midway through the measures, prompting those partici-
pants to report to the study team that they had to restart.

“The interface was so frustrating. I wanted to go 
faster. It was slow, robotic, not personable, and felt 
very repetitive.” – P007.
“It was easy, but it was incredibly slow. It tested my 
patience.” – P009.

Alexa
Participants reported spending 10–15 minutes a day 
completing the PRO measures on Alexa (Table  2). For 
participants who used Alexa for everyday tasks such as 
music, lights, TV, or home control, the My Daily Well-
ness skill did not interrupt or impact those tasks. Because 
the Alexa platform required participants to listen to the 
question-and-answer options and repeat their desired 
answer verbatim, participants reported that Alexa was 
inconvenient and cumbersome. Specifically, participants 
stated a desire to be able to cut Alexa off after selecting 
their answer and have the option to respond with a par-
tial answer, number, or letter (e.g., option 1). Notably, the 
Alexa platform allows participants to say “Alexa” to avoid 

listening to the entirety of all response choices; how-
ever, the participants’ feedback suggests that they were 
unaware of this feature. Lastly, although many partici-
pants felt that Alexa was inconvenient and cumbersome, 
some suggested that it would be an option for those with 
mobility or visual impairments.

“It was easy to sometimes forget because it took a lot 
longer than the other platforms. I was hesitant to 
complete it.” – P005.
“If someone had mobility issues like arthritis in their 
hands, Alexa might be a great option.” – P011.

Participants reported difficulties receiving the initial 
system-generated invitation to link the participant’s 
Alexa account and initiate platform testing. However, the 
Alexa Skill was a beta skill available to the study popula-
tion only. It is important to note that this technical dif-
ficulty would not occur when using a publicly available 
Alexa Skill, as an invitation would not be required. Addi-
tionally, participants reported that, when attempting to 
ask Alexa to repeat question and response options, the 
phrase “repeat that” did not work properly. Finally, par-
ticipants also reported challenges with terminating the 
My Daily Wellness app after completion of the daily PRO 
measures.

Participant preferences
At the end of the study, each participant was asked their 
preferred platform and their rationale for this preference. 
The majority of study participants (n = 20, 83%) preferred 

Table 2 Participant Feedback, Preferences, and Time Requirements
Datacubed Chatbot Alexa

Preferred platform, 
n (%)

20 (83) 3 (13) 1 (4)

Average daily time 
requirements,a min

5 5–8 10–15

User feedback

Positive aspects and 
preferred features

Ability to answer questions at participants’ 
desired speed; ease of use; device portabil-
ity; convenience

Simple interface; some 
users appreciated the slow 
scrolling speed

May be beneficial for those with limited mobility 
or visual impairments

Negative aspects Some participants noted that creating ava-
tars and earning gems made the experience 
feel too informal

Slow speed Slow speed; participants reported frustra-
tion with having to repeat response options 
verbatim

Suggestions for 
improvement

Ability to modify reminders and notifica-
tions; addition of more purchases for partici-
pants’ avatar and more goals to achieve

Ability to modify reminders 
and notifications; adjust-
able scrolling speed or 
self-scrolling feature

Ability to modify reminders and notifications; 
provision of a preconfigured speaker and physi-
cal script to initiate questions; ability to choose 
an answer without repeating an exact phrase

Technical difficulties Participants did not always receive daily 
notifications; platform stalled midway 
through the PRO measures, requiring a few 
participants to restart

Automated scrolling 
feature stalled midway 
through the measures, 
requiring a number of 
participants to restart

Occasional malfunctioning of the phrase “repeat 
that”; challenges terminating the My Daily 
Wellness app after completion of the daily PRO 
measures; difficulties receiving the initial system-
generated invitation to initiate platform testing

PRO = patient-reported outcome
a Indicates the amount of time, on average, that participants reported taking to complete patient-reported outcome measures daily using the Datacubed, Chatbot, 
and Alexa platforms
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Datacubed and viewed it as the most convenient plat-
form because of device portability and the ability to 
answer questions at the desired speed. However, some 
participants (n = 3, 13%) preferred chatbot, noting that 
they appreciated its slow scrolling speed and interface. 
One participant (4%) preferred Alexa and stated that 
the voice-activated questions were more personable and 
therefore more enjoyable.

Suggestions for improvement
Participants recommended a variety of improvements 
to the Datacubed, chatbot, and Alexa interfaces for their 
use in future studies. For all 3 modalities, participants 
recommended the ability to modify the reminders and 
notifications to meet their needs. Participants commu-
nicated that the Datacubed app was engaging and would 
be ideal for longer studies, but suggested the addition of 
more purchases for their avatar and goals to achieve to 
maintain or heighten participants’ attention. Many par-
ticipants reported that the chatbot was too slow for their 
preferred reading speed and suggested that the auto-
scrolling feature speed should be adjustable depending 
on the participant’s preferences. Alternatively, partici-
pants suggested enabling a self-scrolling feature. Finally, 
for future studies using an Alexa platform, participants 
recommended providing a study-dedicated, preconfig-
ured speaker (e.g., an Echo) and a physical script to initi-
ate the questions (e.g., a sticker on the speaker that tells 
the participant the exact wording to engage My Daily 
Wellness). Participants also suggested programming the 
ability to “interrupt” Alexa or choose an answer without 
having to repeat an exact phrase.

Discussion
The present study aimed to evaluate the usability of 3 
ePRO platforms—a web-based interface, a speech-oper-
ated interface, and a traditional app-based interface—as 
well as collect user feedback to optimize these platforms 
for use in future studies. Most participants prioritized 
speed, ease of use, and device portability, which high-
lights the importance of these features for inclusion in 
platforms used in future clinical trials. Notably, these 
features that were most valued by participants are cur-
rently incorporated in the Datacubed app but are lacking 
in the chatbot and Alexa interfaces. While some partici-
pants appreciated the gamification aspects of Datacubed, 
others felt that these aspects were too informal given 
the health-related content of the PRO measures. These 
results demonstrate that certain participants may be 
engaged and motivated by applications with gamification 
elements, some may prefer an interface that matches the 
gravity and scientific nature of the PRO measures, and 
many are motivated by the speed and ease of use of an 
application, regardless of the interface.

In the present study, participants recommended vari-
ous modifications to the ePRO platforms that could 
improve their usability, potentially improving user 
engagement and compliance. In agreement with the 
results of previous studies [31, 32], participants gener-
ally appreciated receiving reminders for questionnaire 
completion, and approximately half desired an additional 
daily reminder to complete their PRO measures. Par-
ticipants also recommended that notifications should be 
programmable based on participants’ needs and daily 
schedules. Many participants reported frustration with 
the slow speed of the chatbot and the time required to lis-
ten to question-and-answer options on the Alexa device. 
Specifically, participants expressed frustration with hav-
ing to wait to listen to all response options on the Alexa 
device and then repeat the full response back to Alexa 
verbatim. Participants desired the option to respond with 
a partial answer, number, or letter (e.g., option 1) after 
selecting their answer. Accordingly, participants recom-
mended that the speed of all modalities should be adjust-
able to participant preferences. Notably, the option to 
adjust the speed of a modality could be a valuable feature 
over the course of a clinical trial, as patients may require 
more time to deliberate when they are first learning to 
complete a measure but may respond more quickly the 
more times they complete it. Finally, although some 
participants noted that the gamification elements of the 
Datacubed app did not match the gravity and scientific 
nature of the PRO measures, others recommended the 
addition of more goals and purchases to the Datacubed 
app. Participants suggested that these modifications may 
maintain or heighten users’ attention, which is consistent 
with the findings of previous studies demonstrating that 
in-game rewards increased user engagement and compli-
ance [33]. Taken together, the incorporation of these rec-
ommendations may enhance platform usability, thereby 
improving the quality of PRO data collected during clini-
cal trials.

Participant feedback in the present study also revealed 
the importance of platform-specific training to ensure 
optimal usability. Many participants reported frustration 
with listening to all question-and-answer options on the 
Alexa device and stated a desire to be able to cut Alexa 
off after hearing their desired response, which suggests 
that they were unaware of the ability to say “Alexa” to 
avoid listening to the entirety of all response choices. This 
represents a training challenge with speech-operated 
interfaces, which do not allow for on-screen instructions. 
Accordingly, the usability of speech-operated inter-
faces may be improved by providing participants with 
platform-specific training as well as including shorter 
answers for PRO measures. In addition, most partici-
pants experienced a technical issue setting up the Alexa 
modality. Therefore, to facilitate setup and use, Alexa 
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devices provisioned by staff at a clinical study site should 
be preset at enrollment and participants should be pro-
vided with a script. If this is not possible, it may be nec-
essary for staff to provide thorough participant training 
and technical assistance to ensure proper connection. 
Although concept saturation was not assessed, no new 
concepts emerged during the final interviews, and par-
ticipants showed overwhelming agreement regarding 
opportunities for improvement across the 3 platforms.

It is important to note that preferences related to elec-
tronic platforms and the adoption of consumer tech-
nologies may differ substantially across countries and 
demographic groups. A limitation of the present study 
is that participants were recruited from the general US 
population, and the sample was skewed towards indi-
viduals with high education levels. Accordingly, these 
results may not be representative of wider patient popu-
lations, including patients with a lower level of education, 
patients in countries outside of the US, and those that 
speak languages other than English. Also, participants 
in this study were reimbursed for their participation; 
therefore, their nonresponse rate may have been lower 
than that in a real-world setting. Because participants 
were required to own an Alexa Speaker with an Ama-
zon account as well as an electronic device (e.g., phone, 
tablet, computer), there was a potential for income bias 
in our study population. Furthermore, individuals with 
better health status may have been more likely to partici-
pate in the study, and participants’ preferences related to 
electronic platforms may differ depending on their health 
condition. While Datacubed was the preferred platform 
among most participants in the present study, ePRO plat-
form selection for clinical trials requires careful evalu-
ation of which platform is most suitable for the patient 
population and clinical context of the trial. For patient 
populations that have special needs, an Alexa Skill or 
chatbot may be preferred, but several modifications may 
be needed to optimize usability.

Overall, these 3 platforms will allow for flexibility 
of data collection depending on clinical trial needs. 
Although the instruments used in the current study were 
replicated from their single-item form to preserve mode 
equivalence to the extent possible, future studies may 
be necessary to test modifications that improve the ease 
of questionnaire completion on these ePRO platforms 
(e.g., shorter response choices, particularly for the Alexa 
platform). Furthermore, for their use in future studies, a 
psychometric validation study is warranted to establish 
the measurement properties of each scale on each plat-
form and ensure quantitative equivalence with presently 
accepted modes of administration, in accordance with 
US Food and Drug Administration guidance and ISPOR 
good research practices [17, 22, 34]. When quantitative 
equivalence is achieved, clinical trial sponsors may be 

able to allow patients to choose between various platform 
options to accommodate patient needs and preferences. 
Finally, future research is needed to compare the usability 
of these platforms in wider patient populations, including 
patients in other countries, and when translated for use 
in other languages.

Conclusion
The increasing focus on PRO evidence in clinical trials 
underscores the need for interactive, patient-centric plat-
forms to improve user compliance and engagement with 
ePRO measures. The results of the present study evalu-
ating the usability of 3 ePRO platforms—Datacubed, 
chatbot, and Alexa—demonstrate that participants prior-
itized speed, ease of use, and device portability in select-
ing their preferred platform. These preferred features are 
currently included in the Datacubed platform but are 
lacking in the chatbot and Alexa platforms. Addition-
ally, participants recommended various modifications 
to the 3 platforms, including features such as program-
mable notifications, adjustable speed, and increased daily 
reminders to complete PRO measures. The incorporation 
of these suggestions may improve ePRO usability, thereby 
improving the quality of data collected during future 
clinical trials. Overall, the results of the present study 
may enhance the patient centricity of these platforms 
to improve user compliance and engagement. Future 
research is needed to compare the usability of these plat-
forms in wider patient populations and to validate the 
psychometric properties of each measure within each 
platform.

Abbreviations
AI  artificial intelligence
ePRO  electronic patient-reported outcome
EQ-5D-5L  5-level EQ-5D
EQ-VAS  EQ visual analogue scale
GED  General Education Development
PGI-C  Patient Global Impression of Change
PRO  patient-reported outcome
SF-12v2  12-Item Short-Form Health Survey, version 2
US  United States

Acknowledgements
The authors thank the Datacubed Health and Orbita teams for their 
contribution to the development of the Datacubed platform and the chatbot 
and speech-operated Alexa interfaces, respectively. The authors thank 
Cassondra Saande, PhD, of RTI Health Solutions for medical writing assistance. 
Janssen Research & Development provided funding for publication support in 
the form of manuscript writing, styling, and submission.

Authors’ contributions
AHG, MHG, MP, SR, AM, and PSD substantially contributed to the conception 
or design of this research. AHG, MHG, JR, and MP substantially contributed 
to the acquisition and analysis of data for this work. AHG, MHG, MP, SR, AM, 
PSD, JJ, and MC substantially contributed to the interpretation of data for this 
work. All authors substantially contributed to the drafting of the manuscript. 
All authors critically revised the manuscript for important intellectual content. 
All authors read and approved the final manuscript and agreed to be 
accountable for all aspects of the work by ensuring that questions related to 



Page 9 of 10Golden et al. Journal of Patient-Reported Outcomes           (2023) 7:130 

the accuracy or integrity of any part of the work are appropriately investigated 
and resolved.

Funding
Janssen provided the financial support for the study. RTI Health Solutions, 
an independent nonprofit research organization, received funding under a 
research contract with Janssen to conduct this study and provide publication 
support in the form of manuscript writing, styling, and submission.

Data Availability
The datasets generated and analyzed during the current study are not publicly 
available due to the confidential nature of the qualitative data.

Declarations

Ethics approval and consent to participate
This study was reviewed by the RTI Institutional Review Board (Federal-Wide 
Assurance #3331) and received exempt determination because participation 
posed little to no risk to individuals. Informed consent was provided verbally 
by participants and documented by audio recording.

Consent for publication
Not applicable as data were anonymized.

Competing Interests
AHG, MG, JR, and MP are full-time employees of RTI Health Solutions, an 
independent nonprofit research organization, which was retained by 
Janssen to conduct the research that is the subject of this manuscript. Their 
compensation is unconnected to the studies on which they work. SR, AN, and 
PSD are employees of Janssen and may hold shares and/or stock options in 
the company. JJ is a member of the Version Management Committee of the 
EuroQol Research Foundation and received reimbursement from the Group 
for the time spent contributing to the research. MC is a full-time employee of 
QualityMetric Incorporated, LLC, which licenses and distributes the SF-12v2. 
There was no compensation for time or licensing for MC or the SF-12v2 for 
this study.

Author details
1RTI Health Solutions, Research Triangle Park, NC, USA
2Janssen Research & Development, LLC, 920 Route 202, Raritan, NJ  
08869, USA
3EuroQol Research Foundation, Rotterdam, Netherlands
4Department of Health and Rehabilitation Sciences, University of Cape 
Town, Cape Town, South Africa
5QualityMetric Incorporated, LLC, Johnston, RI, USA

Received: 20 July 2023 / Accepted: 20 November 2023

References
1. FDA-NIH Biomarker Working Group. In (2016) BEST (biomarkers, EndpointS, 

and other Tools) Resource. Food and Drug Administration, National Institutes 
of Health, Bethesda, MD

2. US Food and Drug Administration. Patient-reported outcome measures: use 
in medical product development to support labeling claims (2009) https://
www.fda.gov/regulatory-information/search-fda-guidance-documents/
patient-reported-outcome-measures-use-medical-product-development-
support-labeling-claims. Accessed April 13, 2023

3. European Medicines Agency. Appendix 2 to the guideline on the evaluation 
of anticancer medicinal products in man: the use of patient-reported out-
come (PRO) measures in oncology studies (2016) https://www.ema.europa.
eu/en/documents/other/appendix-2-guideline-evaluation-anticancer-
medicinal-products-man_en.pdf. Accessed March 17, 2023

4. Mercieca-Bebber R, King MT, Calvert MJ et al (2018) The importance of 
patient-reported outcomes in clinical trials and strategies for future optimiza-
tion. Patient Relat Outcome Meas 9:353–367. https://doi.org/10.2147/prom.
S156279

5. Mercieca-Bebber R, Friedlander M, Calvert M et al (2017) A systematic evalua-
tion of compliance and reporting of patient-reported outcome endpoints in 
Ovarian cancer randomised controlled trials: implications for generalisability 
and clinical practice. J Patient Rep Outcomes 1(1):5. https://doi.org/10.1186/
s41687-017-0008-3

6. Johnston D, Gerbing R, Alonzo T et al (2015) Patient-reported outcome coor-
dinator did not improve quality of life assessment response rates: a report 
from the Children’s Oncology Group. PLoS ONE 10(4):e0125290. https://doi.
org/10.1371/journal.pone.0125290

7. Little RJ, D’Agostino R, Cohen ML et al (2012) The prevention and treatment 
of missing data in clinical trials. N Engl J Med 367(14):1355–1360. https://doi.
org/10.1056/NEJMsr1203730

8. Ware JH, Harrington D, Hunter DJ et al (2012) Missing data. N Engl J Med 
367(14):1353–1354. https://doi.org/10.1056/NEJMsm1210043

9. Fielding S, Ogbuagu A, Sivasubramaniam S et al (2016) Reporting and 
dealing with missing quality of life data in RCTs: has the picture changed in 
the last decade? Qual Life Res 25(12):2977–2983. https://doi.org/10.1007/
s11136-016-1411-6

10. Nguyen H, Butow P, Dhillon H et al (2021) A review of the barriers to using 
patient-reported outcomes (PROs) and patient-reported outcome measures 
(PROMs) in routine cancer care. J Med Radiat Sci 68(2):186–195. https://doi.
org/10.1002/jmrs.421

11. Long C, Beres LK, Wu AW et al (2022) Patient-level barriers and facilita-
tors to completion of patient-reported outcomes measures. Qual Life Res 
31(6):1711–1718. https://doi.org/10.1007/s11136-021-02999-8

12. Inan OT, Tenaerts P, Prindiville SA et al (2020) Digitizing clinical trials. NPJ Digit 
Med 3:101. https://doi.org/10.1038/s41746-020-0302-y

13. National Institutes of Health National Heart Lung and Blood Institute. Digital 
clinical trials workshop: creating a vision for the future (2019) https://www.
nhlbi.nih.gov/events/2019/digital-clinical-trials-workshop-creating-vision-
future. Accessed March 5, 2023

14. Sharma NS (2015) Patient centric approach for clinical trials: current 
trend and new opportunities. Perspect Clin Res 6(3):134–138. https://doi.
org/10.4103/2229-3485.159936

15. US Food and Drug Administration (2022) Patient-focused drug development: 
methods to identify what is important to patients. https://www.fda.gov/
media/131230/download

16. Mercieca-Bebber R, Williams D, Tait MA et al (2018) Trials with patient-
reported outcomes registered on the Australian New Zealand clinical trials 
Registry (ANZCTR). Qual Life Res 27(10):2581–2591. https://doi.org/10.1007/
s11136-018-1921-5

17. Eremenco S, Coons SJ, Paty J et al (2014) PRO data collection in clinical trials 
using mixed modes: report of the ISPOR PRO mixed modes good research 
practices task force. Value Health 17(5):501–516. https://doi.org/10.1016/j.
jval.2014.06.005

18. Pew Research Center. Mobile fact sheet (2021) https://www.pewresearch.
org/internet/fact-sheet/mobile/. Accessed April 14, 2023

19. Milne-Ives M, de Cock C, Lim E et al (2020) The effectiveness of artificial intelli-
gence conversational agents in health care: systematic review. J Med Internet 
Res 22(10):e20346. https://doi.org/10.2196/20346

20. Voicebot Research. U.S. Smart Home Consumer Adop-
tion Report (2022) https://research.voicebot.ai/
report-list/u-s-smart-home-consumer-adoption-report-2022/

21. Aiyegbusi OL (2020) Key methodological considerations for usability test-
ing of electronic patient-reported outcome (ePRO) systems. Qual Life Res 
29(2):325–333. https://doi.org/10.1007/s11136-019-02329-z

22. US Food and Drug Administration. Patient-focused drug development: 
selecting, developing, or modifying fit-for purpose clinical outcome assess-
ments (2022) https://www.fda.gov/media/159500/download

23. Turner-Bowker DM, Lamoureux RE, Stokes J et al (2018) Informing a priori 
sample size estimation in qualitative Concept Elicitation interview studies 
for clinical Outcome Assessment Instrument Development. Value Health 
21(7):839–842. https://doi.org/10.1016/j.jval.2017.11.014

24. EuroQol Group. EQ-5D-5L (2021) https://euroqol.org/eq-5d-instruments/
eq-5d-5l-about/

25. Herdman M, Gudex C, Lloyd A et al (2011) Development and preliminary 
testing of the new five-level version of EQ-5D (EQ-5D-5L). Qual Life Res 
20:1727–1736

26. Janssen MF, Pickard AS, Golicki D et al (2013) Measurement properties of 
the EQ-5D-5L compared to the EQ-5D-3L across eight patient groups: a 
multi-country study. Qual Life Res 22(7):1717–1727. https://doi.org/10.1007/
s11136-012-0322-4

https://www.fda.gov/regulatory-information/search-fda-guidance-documents/patient-reported-outcome-measures-use-medical-product-development-support-labeling-claims
https://www.fda.gov/regulatory-information/search-fda-guidance-documents/patient-reported-outcome-measures-use-medical-product-development-support-labeling-claims
https://www.fda.gov/regulatory-information/search-fda-guidance-documents/patient-reported-outcome-measures-use-medical-product-development-support-labeling-claims
https://www.fda.gov/regulatory-information/search-fda-guidance-documents/patient-reported-outcome-measures-use-medical-product-development-support-labeling-claims
https://www.ema.europa.eu/en/documents/other/appendix-2-guideline-evaluation-anticancer-medicinal-products-man_en.pdf
https://www.ema.europa.eu/en/documents/other/appendix-2-guideline-evaluation-anticancer-medicinal-products-man_en.pdf
https://www.ema.europa.eu/en/documents/other/appendix-2-guideline-evaluation-anticancer-medicinal-products-man_en.pdf
https://doi.org/10.2147/prom.S156279
https://doi.org/10.2147/prom.S156279
https://doi.org/10.1186/s41687-017-0008-3
https://doi.org/10.1186/s41687-017-0008-3
https://doi.org/10.1371/journal.pone.0125290
https://doi.org/10.1371/journal.pone.0125290
https://doi.org/10.1056/NEJMsr1203730
https://doi.org/10.1056/NEJMsr1203730
https://doi.org/10.1056/NEJMsm1210043
https://doi.org/10.1007/s11136-016-1411-6
https://doi.org/10.1007/s11136-016-1411-6
https://doi.org/10.1002/jmrs.421
https://doi.org/10.1002/jmrs.421
https://doi.org/10.1007/s11136-021-02999-8
https://doi.org/10.1038/s41746-020-0302-y
https://www.nhlbi.nih.gov/events/2019/digital-clinical-trials-workshop-creating-vision-future
https://www.nhlbi.nih.gov/events/2019/digital-clinical-trials-workshop-creating-vision-future
https://www.nhlbi.nih.gov/events/2019/digital-clinical-trials-workshop-creating-vision-future
https://doi.org/10.4103/2229-3485.159936
https://doi.org/10.4103/2229-3485.159936
https://www.fda.gov/media/131230/download
https://www.fda.gov/media/131230/download
https://doi.org/10.1007/s11136-018-1921-5
https://doi.org/10.1007/s11136-018-1921-5
https://doi.org/10.1016/j.jval.2014.06.005
https://doi.org/10.1016/j.jval.2014.06.005
https://www.pewresearch.org/internet/fact-sheet/mobile/
https://www.pewresearch.org/internet/fact-sheet/mobile/
https://doi.org/10.2196/20346
https://research.voicebot.ai/report-list/u-s-smart-home-consumer-adoption-report-2022/
https://research.voicebot.ai/report-list/u-s-smart-home-consumer-adoption-report-2022/
https://doi.org/10.1007/s11136-019-02329-z
https://www.fda.gov/media/159500/download
https://doi.org/10.1016/j.jval.2017.11.014
https://euroqol.org/eq-5d-instruments/eq-5d-5l-about/
https://euroqol.org/eq-5d-instruments/eq-5d-5l-about/
https://doi.org/10.1007/s11136-012-0322-4
https://doi.org/10.1007/s11136-012-0322-4


Page 10 of 10Golden et al. Journal of Patient-Reported Outcomes           (2023) 7:130 

27. Quality Metric. The SF-12v2 PRO Health Survey (2023) https://www.quality-
metric.com/health-surveys/the-sf-12v2-pro-health-survey/

28. Maruish M (ed) (2012) User’s Manual for the SF-12v2 Health Survey, 3rd edn. 
QualityMetric Incorporated, Johnston, RI

29. Roberts RE (2020) Qualitative interview questions: Guidance for Novice 
Researchers. Qualitative Rep 25:3185–3203

30. Boeije H (2002) A purposeful approach to the constant comparative method 
in the analysis of qualitative interviews. Qual Quant 36(4):391–409. https://
doi.org/10.1023/A:1020909529486

31. Cox CE, Wysham NG, Kamal AH et al (2016) Usability testing of an electronic 
patient-reported outcome system for survivors of critical Illness. Am J Crit 
Care 25(4):340–349. https://doi.org/10.4037/ajcc2016952

32. Steele Gray C, Gill A, Khan AI et al (2016) The electronic patient reported 
outcome tool: testing usability and feasibility of a mobile app and portal to 
support care for patients with complex chronic Disease and disability in pri-
mary care settings. JMIR Mhealth Uhealth 4(2):e58. https://doi.org/10.2196/
mhealth.5331

33. Cechanowicz J, Gutwin C, Brownell B et al (2013) Effects of gamification on 
participation and data quality in a real-world market research domain. Pre-
sented at the Proceedings of the First International Conference on Gameful 
Design, Research, and Applications. p. 58–65

34. Coons SJ, Gwaltney CJ, Hays RD et al (2009) Recommendations on evidence 
needed to support measurement equivalence between electronic and 
paper-based patient-reported outcome (PRO) measures: ISPOR ePRO Good 
Research practices Task Force report. Value Health 12(4):419–429. https://doi.
org/10.1111/j.1524-4733.2008.00470.x

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in 
published maps and institutional affiliations.

https://www.qualitymetric.com/health-surveys/the-sf-12v2-pro-health-survey/
https://www.qualitymetric.com/health-surveys/the-sf-12v2-pro-health-survey/
https://doi.org/10.1023/A:1020909529486
https://doi.org/10.1023/A:1020909529486
https://doi.org/10.4037/ajcc2016952
https://doi.org/10.2196/mhealth.5331
https://doi.org/10.2196/mhealth.5331
https://doi.org/10.1111/j.1524-4733.2008.00470.x
https://doi.org/10.1111/j.1524-4733.2008.00470.x

	Let’s talk about it: an exploration of the comparative use of three different digital platforms to gather patient-reported outcome measures
	Abstract
	Background
	Methods
	Study design
	Participant recruitment
	Usability assessment
	Data analysis

	Results
	Demographic characteristics
	Participant experiences with the ePRO platforms
	Datacubed


	Chatbot
	Alexa
	Participant preferences
	Suggestions for improvement
	Discussion
	Conclusion
	References


